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Abstract

Since 2013, Bradley has twice participated in an autonomous boat competition. Teams are challenged
to design a boat that completes challenges without human aid. For successful navigation around buoys
and shoreline, accurate distance measurements to objects from the boat must be obtained; this task has
proven difficult for Bradley teams. The purpose of this project is to improve the accuracy of these
distance measurements through the use of lidar, a laser surveying technique used in the autonomous
vehicle industry. This objective is achieved through three stages: data acquisition, data organization, and
data processing. Initially, a Velodyne laser scanner and a Logitech webcam are used respectively to
record lidar data and photos of the boat’s environment. This information is relayed to an Odroid-XU4, a
single-board computer selected for its low cost and speed. In the second stage, lidar data is organized
based on the azimuthal angle and by regions of interest. In the final stage, the location of the nearest
object is determined using feature detection. Additionally, a color-coded image that visually represents
distance is produced from the lidar data. This image will help future boat team members assess the
navigation system’s performance.
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l. Introduction and Overview

A. Problem Background

Every spring, AUVSI (the Association for Unmanned Vehicle Systems International) hosts an
International RoboBoat competition in Virginia. Since 2013, Bradley University’s Department of
Electrical and Computer Engineering has twice participated in this competition. RoboBoat teams are
required to design a boat that navigates and performs challenges without human control; all actions must
be autonomous. For this reason, it would be beneficial to accurately measure and model the environment
around the boat. Obstacles in the water must be detected and noted when making any navigational
decisions. This detection has proven difficult for past Bradley teams. Historically, teams have chosen to
use a camera to record the environment in front of the boat. While photographic images provide important
information about the environment, such as color, these pictures do not provide distance information
making it difficult to determine how far an obstacle is relative to the boat. While geometric methods may
be used to approximate this distance, these methods have proven to be ineffective. For this reason, the
RoboBoat project advisor would like to improve sensing capability of the boat by adding sensors that
provide depth information. Increasing the number of sensors on the boat will improve the reliability of the
boat’s navigational system and increase the chances for success in future RoboBoat competitions. A laser
scanner is used to acquire distance information. These scanners utilize a method known as lidar in which
lasers are used to measure distance. Lidar is already commonly used in many autonomous vehicle
applications.

B. Problem Statement

Dr. José Sanchez advised the development of a three-dimensional (3D) environmental mapping
system for use in the RoboBoat competition. Ultimately, the client desired to improve the sensing
capabilities of the boat by adding a system that can measure depth. The system would use a laser scanner
to complete a full lidar scan of the environment around the boat. This lidar information includes both
distance and reflectivity measurements. Measurements are returned to the boat’s central processing unit
(CPU) and also stored in a hard drive for post-run diagnostics. In addition, the distance measurements are
registered with pictures from a camera to create an image with a color overlay to visually demonstrate
depth. Finally, the system returns polar coordinates of the location of the object nearest the boat. The
system should be lightweight and compact. The lidar system must operate on less than 12 V, draw less
than 4 A, and consume less than 50 W. Additionally, the system must fit in a 10 inch (25.3 cm) cube. All
of these specifications allowed for the boat to function within competition constraints.

C. Constraints of the Solution

The constraints for the project were agreed upon by the design team, and Nick Schmidt, the
RoboBoat advisor. These constraints in Table | are each applied to the system as a whole. Many of these
constraints are due to limitations of the boat and rules of the RoboBoat competition. For example,
voltage, current, and power constraints are limited by the existing boat’s power supply. To prevent
capsizing the boat or slowing of the boat, the weight of the system has also been constrained. The rules of
the competition and size of the boat also limit how large the system can be, confining the lidar system to a
25.4 x 25.4 x 25.4 cm cube.

The remaining constraints are limited by the preferences of the boat team and how the lidar system
will be used. First, the system must measure the environment directly in front of the boat. Assuming the
direct front of the boat (bow) is 0°, and the surroundings of the boat encompass a range of 360°, the lidar
system must measure objects anywhere in the range of -90° to 90° (270° to 90°) to locate objects that will
be important for navigation. Next, two constraints are given that require that the system must measure
objects at a minimum distance from the boat. Using testimonials from previous RoboBoat competitions it
was determined that objects of interest will be no further than 9.1 m from the boat on the level of the
water and will be no higher than 3 m above the level of the lake. Using (1), (2), and (3) found in



Appendix D, the system must measure at least 9.58 m from the boat. Furthermore, to ensure a competitive
advantage, a full scan (360°) of the environment must be completed in less than 5 s. Finally, the lidar
system must operate for the full duration of a typical competition, 40 min.

TABLE I: LIST OF 3D LIDAR SYSTEM CONSTRAINTS
CONSTRAINTS
3D lidar system must operate on 12 volts or less
3D lidar system must draw less than 4 A
3D lidar system must consume less than 50 W
3D lidar system must weigh less than 3.6 kg
3D lidar system must fit in a 10 inch (25.4 cm) cube
3D lidar system must obtain 180° scan in front of boat
3D lidar system must measure a minimum distance of 9.1 m horizontally
3D lidar system must measure a minimum distance of 3 m vertically
3D lidar system must obtain full scan in no more than 5 s
3D lidar system must operate for 40 min.

1. Statement of Work

The following section contains the statement of work of this project. This section is divided into four
subsections for the reader’s convenience: Nonfunctional Requirements, Functional Requirements, Design
Overview, and Economic Analysis.

A. Nonfunctional Requirements

TABLE II: LIST OF 3D LIDAR SYSTEM NONFUNCTIONAL REQUIREMENTS
OBJECTIVES
3D lidar system should be weatherproof
3D lidar system should be configurable
3D lidar system should be mechanically stable
3D lidar system should be lightweight
3D lidar system should be executing in a timely manner

Included in Table 11 is a list of nonfunctional requirements developed for the 3D lidar system. Table
X1 in Appendix E covers the metrics used to measure how effectively each nonfunctional requirement is
met. These metrics are rated on a scale from 1 to 5; with 1 representing the least amount of effectiveness
for the nonfunctional requirement and 5 represented the greatest.

“Weatherproof” refers to the ability of the system to survive against the elements such as water, the
wind, and the sun. As the boat will be on a lake, it would be beneficial for the system to have safeguards
against getting wet. “Configurability” refers to the ease future boat teams can obtain information from the
environmental mapping system. This information should be presented in an efficient manner that can be
easily accessed by simple commands from the boat’s control system. “Mechanically stable” means how
the motion of the system, if any, affects the motion of the boat. Less motion is desired for more precise
boat maneuvers. “Lightweight” alludes to the preferable lower weight of the system; the boat is less likely
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to sink with a lighter load. “Executing in a timely manner” indicates the fact that the system will be used
in competition. Faster data acquisition and communication is desired to produce faster navigational
decisions, improving the runtime of the boat in competition.

B. Functional Requirements

TABLE IlI: LIST OF 3D LIDAR SYSTEM FUNCTIONAL REQUIREMENTS

OVERALL FUNCTIONS SPECIFICATIONS
3D lidar system should pass information to a hard 180° of unprocessed scan data, image data,
drive angle and distance to nearest object, and

registered image are passed to hard drive.
3D lidar system should pass information to the boat's ~ Angle and distance to nearest object are passed
onboard electronics along with 180° of unprocessed scan data, image
data, and registered image.
3D lidar system should accept input angles to define Azimuthal range of data can be adjusted without
range interfering with registration. The dataset
returned is reduced accordingly.

Included in Table Il are the functional requirements of the overall system and their specifications
used to determine if the overall function is met. The first function listed involves the storage of all data in
an external hard drive so that it is accessible for troubleshooting after system testing or competitions. Four
sets of data must be stored on the hard drive. Similarly, for the second function to be met, the same four
sets of data must be returned to the boat’s CPU. Finally, the last function listed is the reduction of the
dataset for improved processing speed. This reduction occurs in response to a range defined by two input
angles. Regardless of the range defined, the frontal 180° of data must remain intact for use in the
registration process.

Tables 1V through VI include functional requirements specific to the three subsystems: the laser
scanner, camera, and embedded device.

TABLE IV: LIST OF 3D LASER SCANNER SUBSYSTEM FUNCTIONAL REQUIREMENTS

SUBSYSTEM FUNCTIONAL REQUIREMENTS SPECIFICATIONS

Laser scanner must pass complete scan to embedded The entire 360° by 30° dataset of environment

device must be accessible via the embedded device.

Laser scanner must system must return distance Distances must range from at least 0 m to 9.58

measurements m, obtained with 95% accuracy.

Laser scanner must return azimuthal angles Azimuthal angles must range from 0° to 359.99°

Laser scanner must return reflectivity measurements Reflectivity measurements must range from 0 to
255

Table 1V includes the functions and specifications of the laser scanner component of the system. The
first function describes the maximum amount of lidar data expected to be transferred from the laser
scanner. A full 360° surrounding the scanner as measured by the 16 internal laser channels (30°
altitudinal) must potentially be received from the laser scanner and stored in the random access memory
(RAM) of the embedded device. The data included in this full scan is included in the following functions
describing which specific measurements shall be returned by the laser scanner. The accuracy of the
second function is dictated by the accuracy of the scanner and is given as a percentage of the measured
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distance. The fourth function alludes to that fact that reflectivity data should fall within the 0 to 255 range
as described in [1].

TABLE V: LIST OF CAMERA SUBSYSTEM FUNCTIONAL REQUIREMENTS

SUBSYSTEM FUNCTIONAL REQUIREMENTS SPECIFICATIONS

Camera must communicate with embedded device Images must be taken and returned on command

Camera must capture boat environment Image must be in color and contain at least
environment in front of boat from 0° to 30°
above water level.

Table V lists the functions and specifications for the camera component of the system. The camera
must capture an image on command from the embedded device. These images must be in color to depict a
true representation of the environment. Moreover, the field of view of the camera images should be useful
for registration purposes and overlap a reasonable amount of the lidar data range.

TABLE VI: LIST OF EMBEDDED DEVICE SUBSYSTEM FUNCTIONAL REQUIREMENTS

SUBSYSTEM FUNCTIONAL REQUIREMENTS SPECIFICATIONS

Embedded device must register lidar data with image Image overlaid with depth information should

data have RGB colors ranging from 0 to 255
Embedded device must determine nearest object Within 9.58m, distance to object must be
location and distance accurate to within £0.3 m and angle within £5°
Embedded device must reduce dataset to desired angle Dataset returned must contain all points within
of view desired range as defined by the two input angles

Embedded device must store information in hard drive  Hard drive must store unprocessed image,
unprocessed lidar data, and processed data
(distance to nearest object, image overlay with
depth information) for one 40 min. boat run.

The functions and specifications for the embedded device are included in Table V1. First, registration
must occur in the device, matching lidar data to a camera image. This registration is used to associate
areas in the image with measured distances. To represent distance, a color scale must be used that is
consistent and should include a spectrum of RGB (red, green, blue) values using the common 0 to 255
notation. This image will be used by future boat teams to verify and visualize the measurements of the
mapping system. Next, within the constrained region of 9.58 m (minimum), the distance and azimuthal
location of the nearest object must be determined. Finally, the embedded device must transfer all of the
data listed above in a hard drive. This hard drive must have enough storage space to store data for a full
run of the boat; this may last up to 40 minutes.

C. Design Overview

The following paragraphs will describe the solution and approach the team took to fulfill the
functions, objectives, constraints, and requirements discussed above.

First, the laser scanner selected is the Velodyne VLP-16 Puck™. The Puck is a 3D (three-
dimensional) laser scanner that is relatively inexpensive compared to other competitors’ similar products;
even with this lower price, the Puck provides many options that are ideal for this application. First, the
Puck is able to operate in the range of 9 V to 32 V. This fits within the constraint of 12 volts or less
provided by the boat’s power supply. Second, the Puck consumes only 8 W of power. This value is far



below the constraint of 50 W, leaving room for future components that may require additional power. In
addition, the dimensions of the Puck fit within a 25.4 cm cube. The scanner measures distances up to 100
m, which is is much further than the required 9.58 m, and greatly improves accuracy at close range. The
Puck is able to scan an environment with an azimuthal range of 360° and an altitudinal range of £15°. The
360° range is sufficient to meet the 180° requirement for the front portion of the boat, and the extra range
enables greater flexibility for selectable ranges. To determine the minimum required altitudinal angle, the
inverse tangent of the horizontal and vertical measurement requirements, as seen Table |, can be obtained
as 18.24°. While the Puck has a maximum altitudinal range of +15°, the scanner can be mounted and
tilted so that this 18.24° altitude can be reached. The 3.24° below the horizon will not have a significant
impact of the measuring of the environment around the boat as this environment will mostly consist of
water. According to [1], the Puck can measure a full 360° field of view in 200 ms, easily meeting the 5 s
constraint. To communicate, the Puck uses an Ethernet port; therefore, the embedded device selected
must also have an Ethernet port.

For the camera, a 1.3 MP Logitech C500 webcam was selected for the design. The camera uses a
Universal Serial Bus (USB) for power, which at most, uses 5 V which is below the 12 V constraint. The
current and power draw are also within the constraints for this project. As this camera uses a USB to
communicate, the selected embedded device must also have USB capability.

Finally, an Odroid XU-4 was selected as the embedded device for this solution. As mentioned above,
it was necessary for the embedded device to have Ethernet and USB capabilities in order to communicate
with the laser scanner and camera. The Odroid provides these capabilities as well as two additional USB
ports, which improve the reconfigurability factor for future boat teams. To ensure the Odroid will have
enough memory space, an embedded MultiMediaCard (eMMC) is also included in the design. In order to
meet the storage necessary to hold an entire 40 min. run of the boat, a 1 terabyte (TB) hard drive has been
selected for the solution.

Tests can be performed to verify that these components are functioning as desired and to compare the
functions of these components to the specifications listed for each system and subsystem. A complete
description of these tests can be found in Appendix C.

The following section contains the design overview of this project. This section is divided into seven
subsections for the reader’s convenience: System Block Diagram, Subsystem Block Diagram, System State
Diagram, Division of Labor, Hardware, Software, and Interface.

1) System Block Diagram

— Distance measurements

— Camera image
Desired range of view

(2 angles) 7 __, Image with distance
information
Location of nearest object
(polar coordinates)
Fig. 1 Proposed solution black box diagram

As can be seen in Fig. 1, the inputs to the system will be two angles which represent a range of the
boat’s environment that is desired to be processed and mapped. The order of these angles matters as the
range will be determined clockwise, from the first angle to the second angle. For example, if the two input
angles were 270° and 90°, the desired range would be the front portion of the boat. Conversely, if the two
input angles in order were 90° and 270°, the back portion of the boat would be returned, assuming



nothing was blocking the view of the laser scanner. An image depicting the angles can be seen in Fig. 2.
Notice that the front (bow) of the boat is considered 0°.

0°

Direction Front of
boat
of travel
L \
270° aser | go°
Scanner /

Fig. 2 Input/oufbljt angles

The system also has four outputs. First, the system returns distance measurements of the selected
range of the 3D environment around the boat. These distances will be sent in the form of spherical
coordinates (7, 6, ¢), where r is distance, 8 is the azimuthal angle, and ¢ is the altitudinal angle measured
from the horizontal relative to the scanner. This can be seen in Fig. 3 below.

z

X (7’, 9, go)

X

Fig. 3 Spherical coordinate system for returning distance measurements

The system will also return the location of the nearest object. This location will be returned using
polar coordinates (r, 8), where r is the distance the object is from the boat, and 8 is the azimuthal angle
found in Fig. 2. The “nearest object” is determined to be the closest non-water object to the boat. This
object will most likely be a buoy, the shoreline, or other hazards in the water. The third output will be a
camera image. Finally, the fourth output will be an image registered with distance information. This
image is, in essence, a combination of the distance measurements and the camera image. To represent
distances in the image, a color overlay will be used. This image will be most helpful for diagnostic testing
between competitions.



2) Subsystem Block Diagram

Laser .
Scanner Lidar data
packets Qutputs:
. e Distance measurements
Desired range ~
of view > Embet.:lded » ¢ Cameraimage
(2 angles) Device
~| e |Image with distance
Control signal information (colors)
e Location of nearest object
» Camera
Image

Fig. 4 System glass box diagram

Figure 4 depicts a high level of the internal components of the system and how they interact. There
are three main components: a laser scanner, a camera, and an embedded device. The embedded device
receives the two angles for the desired field of view. Once the distances have been measured by the
scanner and the camera images been taken, the embedded device organizes and processes the data. The
laser scanner measures using spherical coordinates, so the embedded device will need to convert this data
into rectangular coordinates for use in registration. Registration of the image and the distance
measurements will also be completed using the embedded device. Appendix F discusses the experimental
results in detail. Using this information, the location of the nearest object can be determined.

3) System State Diagram

A flowchart depicting the high level design of the laser scanner data acquisition software can be seen
in Fig. 5 below. First, user angle inputs must be provided, which signify the desired range to be further
processed. Next, a “MasterBlock™ object is initialized, which is used to store all of the incoming laser
scanner data being sent from the VLP-16. Next, the “MasterBlock™ is filled with data from each captured
scan until a full 360° rotation has been completed. For more information on the MasterBlock object,
please see the interface section below.

Next, lidar data and camera images are acquired. A full 360° scan will be taken by the laser scanner.

In addition, the camera will record video, from which still images from the individual frames are
obtained. All of this data will be sent directly to an external hard drive. Next, “cropping” occurs. For the
recorded 360° view of data, the data that falls within the range specified by the input angles can be
selected and returned as outputs. All other data in the 360° is unneeded for further processing except the
180° range of data of the front of the boat as seen in Fig. 2. This data will be used for registration. To
register 3D distance information with a camera image, it will be necessary to convert the distance
measurements from spherical coordinates to Cartesian (rectangular) coordinates. This conversion can be
made using (4), (5), and (6) as seen in Appendix D. Once converted, a registration technique will be used
to detect edges and objects in the distance and image data. An adaptation of the patented [2] SIFT (scale
invariant feature transform) algorithm will be used, composed of feature detection, feature matching, a
Transform Mode | estimation, image resampling, and transformation [3]. This technique will be used to



determine the nearest object and produce a registered image with color overlay. Once calculated, the
nearest object and registered image will be returned as outputs.

v \

I \
:\ Angle Inputs ham
AN

~ 7

Initialize
MasterBlock
Object

Y

Select and Fill
MasterBlock
(max. 360°)

A

Create Color
Range Image with
MasterBlock

Y

Register Range
Image with
Camera Image

Fig. 5 High level flowchart of lidar system software

4) Division of Labor

The labor had been divided so that each team member was designated as a captain of one major
project development category of tasks. As captain, each team member led the development of those tasks,
though collaboration was recurrent and necessary throughout the project.

TABLE VII: 3D LIDAR DIVISION OF LABOR

Captain Task Category

David Bumpus Image registration and processing image data

Dan Kubik Scan data acquisition and processing

Juan Vazquez Camera and scanner interface and communication with embedded device

5) Hardware
To review, the system was designed around three main processes: data acquisition, data organization,

and data processing. To obtain these three processes, three components were used: a laser scanner, an
embedded device, and a camera.

The first process, data acquisition, involved acquiring the information associated with the boat’s
surrounding environment. There were two components responsible for this process, the laser scanner, the
Velodyne VLP-16 Puck, and the camera, the Logitech C500. The laser scanner was responsible for



measuring distance and reflectivity values, which were sent to the embedded device through Ethernet data
packets. The camera was responsible for producing a color image of the surrounding environment. The
second process, data organization, involved arranging the acquired information into a format that could be
used in the data processing stage. This final process, data processing, involved producing the project’s
designated functional requirements from the newly organized data.

The embedded device chosen, which is involved in all three processes, was the Odroid-XU4,
responsible for storing and processing all of the data associated throughout the system.

6) Software

a. Nearest object detection

As previously discussed, one of the functional requirements for this project was to locate the nearest
object to the boat and to pass the coordinates of this object to the boat’s navigation system. A feature
detection algorithm called the Scale Invariant Feature Transform (SIFT) was selected for the detection of
the nearest object [2]. The SIFT algorithm detects areas of interest, or keypoints, within a dataset. Unique
descriptors for each keypoint were used to match keypoints to similar datasets. This match, or
registration, was intended to enable association of distances with objects in an image. This principle is
illustrated in Fig. 11 of Appendix F.

As the boat records data from the environment around the boat, rocking in the water will cause
rotation of webcam images with respect to previously captured images. Additionally, as the boat moves
closer to objects, their apparent size will change. The primary motivation for using this algorithm was that
SIFT is robust against changes to the scale and rotation of an image or dataset. This means that objects
can be detected in an image and matched with similar images which have experienced a change in scale
or rotation.

SIFT keypoint detection for lidar datasets, or point clouds, uses variations in distance to determine
potential keypoints within the dataset. Keypoints are often found where adjacent data points indicate
significant disparity in distance. This change in distance typically occurs at the edge of an object where
adjacent data points are located farther behind the object. After determining the location of keypoints
within the point cloud, the distance from the laser scanner to each keypoint was calculated. The nearest
keypoint corresponds to the location of the nearest object. The three-dimensional coordinate location of
the keypoint was used to calculate the distance, azimuthal angle, and altitudinal angle of that object. The
open-source Point Cloud Library (PCL) contains an adaptation of the SIFT algorithm used for keypoint
detection in lidar point clouds [4]. Similarly, Open Source Computer Vision (OpenCV) contains an
adaptation of the SIFT algorithm used for keypoint detection in images [5].

b. Creation of Color Overlay

In order to achieve the desired color overlay image for use in registration, two challenges needed to be
addressed. First, the lidar dataset needed to be reduced from three-dimensions (3D) down to two
dimensions (2D) to be viewed as a color image. Second, because of the nature of the spacing of the lasers
inside the scanner, large gaps existed where the lasers did not measure the distance in a particular scene.
The final color image should visually represent the complete scene, so these gaps needed to be filled.

To fill the gaps of missing lidar data, Barnes interpolation [6] was used. Barnes interpolation was
selected for its ability to generate any value in a 2D grid from an unevenly distributed dataset. As the lidar
data is unevenly distributed, Barnes interpolation was well suited to generate the distance values used in
the image. As Barnes interpolation is designed for interpolation in a 2D plane, it was necessary to reduce
the 3D lidar dataset to two dimensions before the interpolation occurred.



This reduction was performed in a two-step process. First, the lidar data was converted from spherical
coordinates to rectangular coordinates using (4), (5), and (6) in Appendix D. These equations allow the
lidar data to be represented by an X (horizontal), Y (depth), and Z (vertical) coordinate scheme. Second,
to visually create a 2D plane to interpolate within, the Y dimension was removed from the lidar dataset.
This removal of depth effectively compressed all of the points in 3D space to the vertically positioned XZ
plane in 2D. The Barnes interpolation was used within this XZ plane to interpolate between the values of
known distances. The newly interpolated values in this plane became the values used in the overlay
image.

Once the distances to fill the image were interpolated, a thresholding color scheme was defined. The
distances associated with this color scheme were incremented by approximately 1.7 m per color (step)
using a linear scale. From nearest to farthest, the nine colors used to represent these subdivisions were:
green, dark green, yellow, light blue, blue, dark blue, orange, red, and maroon. This can be seen in Table
X1l in Appendix F.

7) Interface
Between the data acquisition and data processing, there was a discrepancy of data format. On the

acquisition side, lidar data was being sent to the system in packets of encoded information. On the
processing side, PCL point clouds were used to detect objects. In order to successfully bridge this
formatting inconsistency, it was necessary to organize this lidar data as received from the laser scanner
and to format it into a useful manner, one that can be translated into a PCL point cloud. This organization
was achieved using a hierarchy of classes in C++. As data packets are received from the scanner, the data
is read by an object of the highest level of the hierarchy called a “MasterBlock.” If the data received falls
within the desired range of information as identified by the two angle inputs received from the boat’s
control system, it will be stored in the MasterBlock object, taking advantage of different levels of
organization provided by the lower levels of the hierarchy. The lowest level is a “dataPoint,” which
contains the individual distance, reflectivity measurement, and altitudinal angle that correspond to a
particular data point. Because of the flexible nature of the MasterBlock class, a MasterBlock object can be
many different sizes though can contain no more than one full 360° sweep of data. Once a full sweep of
360° has been presented to the interface of the MasterBlock object it will accept no more data and will
activate a flag acknowledging it is “done.” At this point, the MasterBlock can be used to easily access the
lidar data for further processing such as creating the color overlay image or registration with an image.
This process repeats for every instance registration needs to be achieved. For a more detailed explanation
of the internal subdivisions of these classes, please see Appendix G.

D. Economic Analysis

The total cost for the proposed project is $8,275.97. Table VI1II lists each component of the system,
the manufacturer of the component, and the price. As can be seen, a majority of the total system cost
comes from the price of the Velodyne VLP-16 Puck 3D scanner. While this may seem expensive, the
initial costs of the project were actually projected to be higher; most commercial laser scanners are much
larger and designed for larger vehicles such as cars. The Puck is reasonably priced for the features that it
can provide and a good size for the RoboBoat application.
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TABLE VIII: 3D LIDAR SYSTEM BUDGET

Brand Part Price
Velodyne LIiDAR Puck (VLP-16) $8,094.00
Hardkernel Odroid XU4 $75.95
Hardkernel 8GB eMMC 5.0 Module $23.95
Logitech Webcam C500 $14.43
WD Elements 1TB External Hard Drive $54.99
Ameridroid Shipping Estimate $12.65
Total $8275.97

I1l.  Design Testing and Validation

Each subsystem was tested and validated independently. The embedded device communication with
the laser scanner was verified by organizing the lidar data packet information into a format that could be
displayed using PCL. The accuracy of the scanner was verified by observing the accuracy and precision
of distance measurements taken from inside a cardboard box. The scanner was placed in the opening of
the box and successfully measured the dimensions of the box. The image capture interfacing between the
embedded device and webcam was validated by capturing an image and storing it in several file formats
compatible with OpenCV image processing algorithms. These images were displayed and verified to be
in color. Keypoint detection successfully determined the location of objects within the point cloud and
image. As a result, point cloud keypoints were used to determine the nearest object location. Equations
(7), (8), and (9) in Appendix D depict the calculation used to determine object distance, azimuth, and
elevation. This measurement proved to be accurate over the desired 95% specification.

IV. Results

The MasterBlock class and subordinate hierarchy classes were tested using 300-400 text files each
containing a data packet obtained from the laser scanner. A program was written that looped through
these files, individually extracted the data, stored the data into an array, and then passed this array to a
MasterBlock object. Different angle inputs were given to the MasterBlock object upon initialization to
define different areas of interest that should be stored within the object. MasterBlock performed as
desired; the data was reduced as directed by the angle inputs. Additional tests were performed to verify
the functionality of the 360° “done” flag which were also successful; the MasterBlock would stop
accepting additional data after it was determined at least 360° of data had been presented to it. For further
pictures and explanations regarding the testing of the MasterBlock class and hierarchy, please see the
detailed experimental results in Appendix F.

Keypoint detection for images and point clouds was successfully implemented. These results were
determined from trials in two environments. In one environment, a red ball was placed on a chair in the
corner of a room. A backpack also hung from a cabinet door. The keypoint detection was able to
distinguish objects from walls and cabinets. The location of the nearest object was successfully
determined with 95% accuracy. The error was calculated by measuring the distance and angle to the
nearest object and comparing the result to the calculated distance. Visual representations of the keypoint
detection obtained for the point cloud and image can be seen in Fig. 11 of Appendix F.

To test the creation of a color overlay, the laser scanner was brought to the lobby of the Bradley
University basketball arena and set upon a chair. In front of the scanner, there were three large columns,
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as well as two large pieces of foam that represented what a buoy may appear to look like on a lake. This
setup can be seen in Fig. 13 in Appendix F.

Reducing the lidar dataset from 3D to 2D proved successful. When compressed into the XZ plane, the
approximate shapes of objects could be discerned from the original data. Interpolating this dataset created
a much more defined image; objects such as the buoys, the columns, and a back wall could be clearly
identified using the color thresholds. The interpolated values were compared with the actual distance
values to the objects in the scene with favorable results. Of the six major objects measured in the scene,
five were assigned the correct color scheme as expected. One of the buoys was the exception, and was off
by a significant margin (7 m). It is assumed this buoy error was caused by extraneous floor data, which is
discussed in more depth in Appendix F. For further pictures and explanations regarding the interpolation,
please also see Appendix F.

V.  Summary and Conclusions

The purpose of this project was to develop a system which returns an accurate three dimensional
representation of the environment around the autonomous boat used in the RoboBoat competition. A
camera, laser scanner, embedded device were selected to meet these needs. There were significant
developments within each subsystem. Successful communication between the devices enabled data
capture and processing. However, full system integration remained incomplete because of timing issues.
The system is able to process the acquired information, but the processing speed is too slow to produce an
entire 360° scan. Using test data from the scanner the data organization scheme proved to be effective.
Further processing of this data was successful in obtaining the location of the nearest object as well as a
color overlay image that can be used in registration.

Potential future work for this project may include multi-threading to improve processing speed and
aid complete system integration for practical use. In additions, registration of the image and point cloud
keypoints will improve the precision of this overlay. This registration will reduce the effect of a time
delay and 3D point cloud distortion when determining object location and distance within a 2D image.

12



VI.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

References

“VLP-16 User Manual and Programming Guide 63-9243 Rev A.” Velodyne, Aug-2015.

Method and apparatus for identifying scale invariant features in an image and use of same for
locating an object in an image by David G. Lowe, US Patent 6,711,293 (March 23, 2004).
Provisional application filed March 8, 1999. Asignee: The University of British Columbia.

Lowe, D.G., 1999. “Object recognition from local scale-invariant features.” International
Conference on Computer Vision, Corfu, Greece, pp. 1150 -1157.

Dixon, Michael. "Overview." Point Cloud Library (PCL): Module Keypoints. Open Perception
Foundation, 11 Apr. 2010. Web. 27 Apr. 2016.

"OpenCV: Introduction to SIFT (Scale-Invariant Feature Transform).” OpenCV: Introduction to
SIFT (Scale-Invariant Feature Transform). Doxygen, 18 Dec. 2015. Web. 28 Apr. 2016.

Stanley L. Barnes, “A Technique for Maximizing Details in Numerical Weather Map Analysis,”
Journal of Applied Meteorology, vol. 3, pp. 396-409, 1964.

“Make a Cardboard Box City,” Kid Fun. [Online]. Available:
http://kidfun.com.au/images/8671140212.jpg.

13



Appendix A: Parts List

Table IX: List of required parts

Brand Part

Velodyne LiDAR Puck™ (VLP-16)
Hardkernel Odroid XU4

Hardkernel 8GB eMMC 5.0 Module
Logitech Webcam C500

WD Elements 1TB External Hard Drive

Table 1X contains a list of the parts required for this project. It should be noted that the hard drive
was never purchased due to time constraints.
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Appendix B: Glossary
Keypoint: Point in a dataset of particular interest, namely, an area of high contrast in an image.

Registration: The process of transforming two or more different datasets into one coordinate system.
These datasets may or may not be of similar type.

Azimuth: Horizontal direction expressed as the angular distance between directions of a fixed point and
the direction of an object.

15



Appendix C: Detailed Test Procedures

To verify that the system is performing the required functions, a series of tests should be issued. First,
the subsystems must be tested individually.

For the laser scanner, first, it must be identified that a full 360° by 30° field of view is being recorded
and passed to the embedded device. This can be checked using the Veloview software. By running the
scanner using the Ethernet connection, Veloview will visually represent the data being received.
Additionally, the scanner must return distances at least 9.58 m away with 95% accuracy and reflectivity
measurements from 0 to 255. These values can be obtained using Veloview, and the 95% can be
determined by comparing the measurements seen in Veloview with measurements taken in the classroom.
For example, the scanner can be placed in a box. This box is clearly identifiable and can be easily
measured.

The embedded device must determine nearest object location and distance. This can be determined by
setting up a mock environment where there are a select amount of objects in a room. For example, it has
been mentioned that the atrium in the Renaissance Coliseum may be used. In this atrium, objects can be
systematically placed and measured as to their whereabouts. Placing the system up high, looking down
into the lobby can represent an open area like a lake. If the system can return the angle and distance to
their nearest object, it can be determined that the test was a success. To determine if the embedded device
is reducing the desired angle of view correctly and performing the registration properly, the outputs from
the system sent to the external hard drive can be obtained and examined.

To test the capabilities of the camera, the camera can be connected to the embedded device and
commanded to take pictures. By examining these images, it can be determined if the images contain
objects further than 9.58 m away with distinguishable edges. In addition, the range of these images can be
tested by comparing the size of the frame of the image and how wide the field of view is.

After all of the subsystems have been tested, full system testing can commence. Oscilloscopes,
voltage meters, and current meters can be used to determine voltage, current, and power usage. Once
calculated, these values can be used to calculate if the system can continuously run for 40 min. The
weight requirement can be tested using a scale. The system can be measured using a meter stick to
determine if the system will fit within a 25.4 cm cube. The timing of data packets in a scan is provided by
the laser scanner and can be used to determine how long it takes to make a full 360° scan.

For a detailed account of the results of the tests performed, please see Appendix F.
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Appendix D: Calculations

Initially, two requirements were given describing the distance measured by the laser scanner. These
requirements requested that at a minimum, the laser scanner must be able to measure at least a horizontal
distance of 9.1 m and at least a vertical distance of 3 m from the laser scanner. Because it is possible that
an object can be both 9.1 m away and 3 m above the scanner, it is desired to know this maximum distance
from the scanner that is necessary to meet the requirements.

Equation (1) below can be used to determine this distance. As can be seen, the Pythagorean Theorem
is used to determine the maximum. It has been determined that the scanner must be able to measure at
least 9.58 m away.

MaximumRequiredDistance = VHorizontalMin? + VerticalMin? Q)
MaximumRequiredDistance = /(9.1 m)2 + (3 m)? (2)
MaximumRequiredDistance = 9.58 m 3)

Equations (4), (5), and (6) describe the conversion from spherical coordinates to rectangular
(Cartesian) coordinates. R represents distance, w represents the altitudinal angle and o represents the
azimuthal angle.

X = R * cos(w) * sin(a) 4
Y = R % cos(w) * cos(a) ®)
Z = R * sin(w) (6)

Equation (7), (8), and (9) are used to determine the nearest object location by calculating the
azimuthal angle to the nearest object, the angle of elevation to the nearest object, and the distance to the
nearest object. Notice that the distance equation (7) can be derived from the traditional 3D distance
equation knowing that the center of the laser scanner is located at the origin (0, 0, 0).

Distance = \/x? + y? + z2 (7)

Azimuth = sin™?! ( z ) 